Abstract

In many modern applications, there are no exact values available to describe the data objects. Instead, the feature values are considered to be uncertain. This uncertainty is modeled by probability distributions instead of exact feature values. A typical application of such an uncertainty model are moving objects where the exact position of each object can be determined only at discrete time intervals. Queries often involve the positions of objects between two such time stamps or after the last known time stamp. Then the objects are essentially uncertain unless the pattern of movement is very simple (e.g. linear). One of the most important probability density functions for those applications is the Gaussian or normal distribution which can be defined by a mean value and a standard deviation. In this paper, we examine a new type of queries on uncertain data objects, called probability ranking queries (PRQ). A PRQ retrieves those k objects which have the highest probability of being located inside a given query area. To speed up probabilistic queries on large sets of uncertain data objects described by Gaussians, we introduce a novel index structure called Gauss-tree. Furthermore, we provide an algorithm for employing the Gauss-tree to answer PRQs. In our experimental evaluation, we demonstrate that the Gauss-tree achieves a considerable efficiency advantage with respect to PRQs compared to other applicable methods.

1 Introduction

Recently, the research community is spending increasing effort to the development of databases that are capable to handle uncertain data objects. For an uncertain data object, some or even all describing feature values are not exactly known. However, it is possible to make conclusions about uncertain data objects by describing the uncertain values using probability distributions. For real valued features, a density distribution function can be assumed which can be used to approximate the exact feature value based on the last observed exact value. Example applications for uncertain objects are databases managing moving objects where it is not possible to determine the exact positions of objects at each point of time. Instead, the position of each observed moving object is recorded regularly after a certain time interval has passed. If a query occurs in the meantime, the exact location of the object is unknown. However, knowing the last position of an object, the current position of the object can be described by a density distribution. A similar scenario occurs in sensor networks collecting environmental data like temperature, noise level or CO₂ emissions. Usually, the sensors transfer the collected information to a database and due to bandwidth and storage limitations the exact values may be obtained in certain time intervals only. Again, if a query is posed at a time when the last exact value has been recorded some time ago, the object value becomes uncertain.

In order to manage uncertain objects in a database, an uncertainty model is needed to derive a probability distribution from the last observed feature values. A common approach which is described in [4] is to assume that there is at least a certain interval where it can be guaranteed that the current value of the data object is contained in. Within this interval an arbitrary density distribution function is specified. We will refer to this approach as the interval uncertainty model. Though there exists a large variety of probability density functions, most applications rely on standard distributions like the uniform distribution or the Gaussian distribution for each data object. A disadvantage of the interval uncertainty model is the need to specify an interval which must contain the current object value. Though it is quite often possible to make some worst-case estimation, the resulting intervals often tend to be crude approximations of the current value which might be a problem for the selectivity of query processing. A solution to this approach is the use of distribution functions like the Gaussian where it is not necessary to specify an explicit interval. Since the density of a Gaussian rapidly decreases after a given distance to the mean value is
reached, the area for which it is likely that the current object value is contained in, is limited in a natural way.

In this paper, we therefore introduce another uncertainty model, called Gaussian uncertainty model. The Gaussian density distribution is one of most established ways to describe uncertainty in a variety of applications. A Gaussian is defined w.r.t. two parameters, the mean value and the standard deviation. For example, to model the change of temperature, recorded by a sensor in a sensor network, the mean value can be assumed at the last observed exact value and the variance value can be estimated based on recent variations of the observed temperatures. An important advantage of the Gaussian uncertainty model is that each object value is only complemented with one additional uncertainty attribute. Employing other distributions having \( p \) additional parameters increases the size of the database \( p \) times as well. This is a problem if we already assume limited storage capacity and bandwidth. Based on the Gaussian uncertainty model, we will discuss two important types of queries, probability threshold queries (PTQs) and probability ranking queries (PRQs). The second type of queries, the PRQs, has not been studied, yet. A PRQ retrieves those \( k \) objects which have the highest probability of being located inside a given query area. To speed up processing these queries, we introduce the Gauss-tree, an index structure for efficient query processing on Gaussian density distributions. Based on the Gauss-tree, we describe algorithms for answering PRQs and PTQs. The main contributions of this paper are:

- A new model to handle uncertainty that does not rely on specifying guaranteed intervals.
- The definition of a new useful type of probabilistic queries called probability ranking queries (PRQs).
- An index structure which can be used to organize large amounts of Gaussians, called the Gauss-tree.
- Algorithms for efficiently answering PTQs and PRQs on the Gauss-tree.

The rest of this paper is organized as follows. Section 2 contains a brief description of related work in the area of indexing uncertain objects. In section 3, we define the Gaussian uncertainty model and both query types that will be discussed in the paper. The Gauss-tree and novel query algorithms are discussed in section 4. In our experimental evaluation in section 5, we demonstrate that the Gauss-tree outperforms already introduced query processing methods that are applicable to the Gaussian uncertainty model as well. Finally, section 6 concludes the paper with a summary and ideas for future work.

2 Related Work

The Gauss-tree is a member of the R-Tree family which is a spatial index structure for indexing high dimensional data. For a survey on spatial index structures please refer to [2]. The Gauss-tree was first introduced in [3] to answer so-called identification queries which are based on a Bayesian uncertainty model that cannot be used for spatial uncertainty as discussed in this paper.

In [4] a new uncertainty model is introduced and several new types of queries are described that allow the handling of inexact data. This model is based on the assumption that it is possible to determine an interval for each feature value containing the exact value. Additionally, a feature value is described by an individual probability density function over this interval. We will refer to this model as the interval uncertainty model. [5] describes two methods for efficiently answering probabilistic threshold queries that are based on the R-Tree [7]. A probabilistic threshold query returns all data objects that are placed in a given query interval with a probability exceeding a specified threshold value. The first of these methods does not rely on any assumptions about the underlying probability distributions and thus is very general. The second method is only suitable for a certain class of distribution functions, so-called symmetric and smooth variance monotonic density functions. The most prominent member of this class of distribution functions is the Gaussian distribution. The idea of this approach is based on precalculating so-called \( x \)-bounds. An \( x \)-bound limits an area in the value set for which it can be guaranteed that any interval being completely contained within this area has a probability of less or equal to \( p \% \). For storing \( x \)-bounds the method exploits the observation that the behavior of two density functions of the same type only depends on a single parameter. For Gaussians, this parameter is equivalent to the standard deviation. The differences of this approach to our new approach are the following. The method described in [5] relies on a table to approximate the properties of one type of distribution function. The Gauss-tree is for Gaussians only and thus, directly employs the Gaussian density function. In [5] a table is used to derive \( x \)-bounds for a given node in an index structure. The Gauss-tree can directly calculate the maximum probability for any Gaussian in a data node for any given query interval. Unlike the method in [5] the Gauss-tree has its own split heuristic incorporating the non-linear characteristic of the standard deviation.

[9] introduced the U-Tree for indexing uncertain 2D objects. The paper relies again on the interval uncertainty model. For the U-tree each object is guaranteed to be placed within a given polygon and a density function is given over this polygon. To index uncertain objects, the U-tree builds a conservative approximation for each node of an U-tree which consists of the minimum bounding rect-
angles (MBRs) of the polygons. The density functions are approximated by planes starting at each side of a MBR. This method is not applicable to the Gaussian uncertainty model, because the planes start on the edges of the MBR. Thus, since we do not have any guaranteed area in the Gaussian uncertainty model, the U-tree is not applicable here. Besides the mentioned methods for indexing spatially uncertain objects, [6] introduces existential uncertainty. The idea of this approach is that the existence of each data object is uncertain. Thus, each object is coupled with a probability that it is indeed real. Though this method handles uncertainty as well, the methods for query processing cannot be applied to the problems discussed in this paper.

3 Uncertainty and Query Types

3.1 Gaussian Uncertainty

An uncertain data object \( v \) is described by \( d \) uncertain attribute values \( v_i \) with \( 1 \leq i \leq d \). For each uncertain attribute \( v_i \), we cannot store an exact feature value, but store a probability density function describing the likelihood of all possible attribute values. In the Gaussian uncertainty model, we consider this density distribution function to be a Gaussian which is defined as follows:

**Definition 1 (Gaussian)** The Gaussian probability density function \( N_{\mu,\sigma}(x) \) with respect to a mean value \( \mu \) and a standard deviation \( \sigma \) is defined as following:

\[
N_{\mu,\sigma}(x) = \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{(x-\mu)^2}{2\sigma^2}}
\]

The Gaussian density function is one of the most established methods to model uncertainty and is quite easy to apply. For example, in a network of temperature sensors, the last observed temperature provides a suitable mean vector and the standard deviation can be calculated from the variation of previously recorded temperatures.

To calculate the probability that an uncertain attribute value is contained in a certain query interval, we can integrate the Gaussian density function on the query interval.

**Definition 2 (Gaussian Probability Function)** For \( a < b \) with \( a, b \in \mathbb{R} \) the Gaussian probability for a given mean value \( \mu \) and a standard deviation \( \sigma \) can be defined as follows:

\[
P_{\mu,\sigma}(a, b) = Pr(v \in [a, b], \mu, \sigma) = \int_{a}^{b} N_{\mu,\sigma}(x) \, dx
\]

An object having \( d \) uncertain attributes which are specified by a vector of mean values \( \mu \) and a vector of standard deviations \( \sigma \) is called probabilistic feature vector (pfv). For this pfv, we can calculate the probability that each attribute value \( v_i \) is contained in an attribute specific query interval \([a_i, b_i]\). Under the common assumption of attribute independence, calculating this probability can be done as follows:

\[
Pr(v_i \in [a_i, b_i], \mu_i, \sigma_i, \forall i : 1 \leq i \leq d) = \prod_{i=1}^{d} P_{\mu_i,\sigma_i}(a_i, b_i)
\]

3.2 Queries on the Gaussian Uncertainty Model

After describing a method to model uncertain data objects using Gaussians, we will now formally define two important types of queries on uncertain data objects. The first is the probability threshold query (PTQ) which was first defined in [4] for the interval uncertainty model. A PTQ computes all uncertain data objects that might be contained in a given query interval with a probability exceeding a given query threshold. For example, we want to retrieve all ships, that are likely to be found in a certain area of the ocean with a probability of at least 75%. Formally, a PTQ can be defined as follows:

**Definition 3 (Probability Threshold Query (PTQ))** Let \( DB \) be a set of uncertain data objects described by pfvs having \( d \) uncertain dimensions and let \( t \in [0, 1] \) be a probability threshold. Given \( d \) query intervals \([a_i, b_i]\) with \( 1 \leq i \leq d \) and \( a_i, b_i \in \mathbb{R} \), a probability threshold query (PTQ) returns all objects \( v \in DB \) for which the following condition holds:

\[
Pr(v_i \in [a_i, b_i], \forall i : 1 \leq i \leq d) \geq t.
\]

Let us note that if we cannot specify a query interval for one of the attributes, we may assume that the attribute is allowed to have any value. In this case, the probability for this dimension is 1 which is the integral over the complete value set of the Gaussian density function. To compute a PTQ, the straightforward approach is to retrieve each pfv in the database \( DB \) and calculate the probability that the corresponding object has attribute values which are contained in the query area. If this probability is larger than \( t \) the object is part of the result set.

PTQs are very useful in many applications. However, formulating a PTQ often proves to be more complicated than necessary. Though the given query interval might be available, finding a useful threshold probability is often difficult. Thus, a PTQ might have to be repeated with varying threshold values until a reasonable result set is found.

To avoid this problem, we introduce a new type of uncertainty queries called probability ranking queries (PRQs). A PRQ retrieves the \( k \) most likely data objects that might be placed in the given query interval. Specifying the number of results is usually much more intuitive and can easily be done by any user. In the ship example, a possible PRQ
would be: "Retrieve the 10 ships which are most likely in the given area". Formally, a PRQ is defined as follows:

**Definition 4 (Probability Ranking Query (PRQ))** Let DB be a database of uncertain objects described by pfvs and let k ∈ N be a natural number. Given d query intervals [a_i, b_i] with 1 ≤ i ≤ d, a_i < b_i, a_i, b_i ∈ R, a probability ranking query (PRQ) over DB returns the smallest set of data objects kSet(\vec{a}, \vec{b}) having at least k elements, for which the following condition holds:

\[ \forall p \in kSet(\vec{a}, \vec{b}), \forall q \in DB \setminus kSet(\vec{a}, \vec{b}) : \]
\[ Pr(p_i \in [a_i, b_i], \forall i : 1 \leq i \leq d) > Pr(q_i \in [a_i, b_i], \forall i : 1 \leq i \leq d). \]

If the number of result objects is not clear, PRQs can be extended to incremental PRQs which always retrieve the object having the next largest probability. Since the introduced query algorithms yields a close similarity to the query algorithm for nearest neighbor search described in [8], an extension to incremental queries is straightforward.

4 The Gauss-Tree

In the previous section, we have introduced the Gaussian uncertainty model and queries on top of a set of uncertain data objects. We are now going to define the Gauss-tree, a suitable index structure improving the management of uncertain object values in the Gaussian uncertainty model. Additionally, we will describe algorithms for efficiently answering PRQs and PTQs on the Gauss-tree.

4.1 The Structure of the Gauss-Tree

The Gauss-tree is a balanced tree from the R-tree family and can be used to manage d-dimensional pfvs. In contrast to the other index structures from this family, not the space of the spatial objects (i.e., the Gaussians) is indexed but instead the parameter space (\(\mu_i, \sigma_i, 1 \leq i \leq d\)) of the Gaussians. The structure of the index is inherited from the R-tree family which facilitates the integration into object-relational database management systems.

**Definition 5 (Gauss-tree)**

A Gauss-tree of degree M is a search tree where the following properties hold:

- The root has between 1 and M entries unless it is a leaf. All other inner nodes have between \(M/2\) and M entries each. A leaf node has between M and 2M entries.
- An inner node with k entries has k child nodes.
- Each entry of a leaf node is a probabilistic feature vector consisting of d probabilistic features (\(\mu_i, \sigma_i\)).
- An entry of a non-leaf node is a minimum bounding rectangle of dimensionality 2d defining upper and lower bounds for every mean value \(\hat{\mu}_i, \tilde{\mu}_i\) and every standard deviation \(\hat{\sigma}_i, \tilde{\sigma}_i\) as well as the address of the child node.
- All leaf nodes are at the same level.

In Figure 1, we see an example of a Gauss-tree consisting of 3 levels. On the right side, we have depicted the minimum bounding rectangle of a leaf node for one of the probabilistic attributes.

For query processing, we need a conservative approximation of the probability that any possible Gaussian which is stored in a node or in a certain subtree, can achieve over the given query area. In the one dimensional case, we have to compute the maximum probability of a Gaussian over the query interval \([a, b]\) under the condition that the mean value \(\mu \in [\hat{\mu}, \tilde{\mu}]\) and the standard deviation \(\sigma \in [\hat{\sigma}, \tilde{\sigma}]\). Since the one dimensional case can be easily extended to the multi-dimensional case by multiplying the resulting approximation probabilities, we will derive the closed form for one dimension only.

As a formula, the approximating pdf \(\hat{p}_{\hat{\mu}, \tilde{\mu}, \hat{\sigma}, \tilde{\sigma}}(a, b)\) is given as:

\[ \hat{p}_{\hat{\mu}, \tilde{\mu}, \hat{\sigma}, \tilde{\sigma}}(a, b) = \max_{\mu \in [\hat{\mu}, \tilde{\mu}], \sigma \in [\hat{\sigma}, \tilde{\sigma}]} \{P_{\mu, \sigma}(a, b)\} \]

For efficient query processing, a closed formula for \(\hat{p}_{\hat{\mu}, \tilde{\mu}, \hat{\sigma}, \tilde{\sigma}}(a, b)\) without an explicit maximization process over two continuous variables is needed. To derive this closed form, we first of all derive the following lemma.

**Lemma 1** Let \([a, b]\) with \(a < b\) and \(a, b \in \mathbb{R}\) be a given query interval and let \(\sigma \in [0, \infty]\) be a given standard deviation. Then, the Gaussian for the given \(\sigma\) having the maximum probability over the interval \([a, b]\) has the mean value:

\[ \mu_{max} = \frac{a + b}{2}. \]

Furthermore, the probability of the Gaussian decreases monotonically with the distance of \(\mu\) from \(\mu_{max}\).
Proof 1 We can differentiate \( P_{\mu,\sigma}(a, b) \) by \( \mu \) and see that there is only one extremum \( \mu_{\text{max}} \). Furthermore, the limits of \( P_{\mu,\sigma}(a, b) \) for \( \mu \to \pm \infty \) is 0. Since \( P_{\mu_{\text{max}},\sigma}(a, b) > 0 \), \( P_{\mu,\sigma}(a, b) \) is monotonic on both sides of the maximum.

Based on that lemma we can state that the mean value \( \mu^* \in [\hat{\mu}, \hat{\mu}] \) of the wanted conservative approximation is always the one closest to the middle of the query interval:

\[
\mu^* = \max\{\hat{\mu}, \min\{1/2(a + b), \hat{\mu}\}\}
\]

To find the corresponding \( \sigma^* \) for the conservative approximation, we formulate the following lemma:

Lemma 2 Let \([a, b] \) with \( a < b \) and \( a, b \in \mathbb{R} \) be a given query interval, let \( \mu \) be a given mean value and let \([\hat{\sigma}, \hat{\sigma}]\) be the interval of valid \( \sigma \) values with \( 0 < \hat{\sigma} < \hat{\sigma} \). Then, we can maximize \( P_{\mu,\sigma}(a, b) \) by selecting \( \sigma^* \) from \([\hat{\sigma}, \hat{\sigma}]\) as follows:

Case I \( a < b < \mu \):

\[
\sigma_{\text{max}} = -\frac{2 \ln (\frac{\mu - b}{\mu - a})(a - b)(2\mu - a - b)}{2 \ln (\frac{\mu - b}{\mu - a})}
\]

and \( \sigma^* = \max\{\hat{\sigma}, \min\{\sigma_{\text{max}}, \hat{\sigma}\}\} \).

Case II \( a \leq \mu \leq b : \sigma^* = \hat{\sigma} \).

Case III \( \mu < a < b \):

\[
\sigma_{\text{max}} = \sqrt{2 \ln (\frac{\mu - b}{\mu - a})(a - b)(2\mu - a - b)}
\]

and \( \sigma^* = \min\{\hat{\sigma}, \max\{\sigma_{\text{max}}, \hat{\sigma}\}\} \).

Proof 2 Case I We can differentiate \( P_{\mu,\sigma}(a, b) \) for \( \sigma \) and receive the above formula for \( \sigma_{\text{max}} \) which is the only extremum in \([0, \infty]\). Examining the limits \( \sigma \to 0 \) and \( \sigma \to \infty \), we observe that \( P_{\mu,\sigma}(a, b) \) converges against 0 in both cases. Since \( P_{\mu,\sigma}(a, b) > 0 \), \( P_{\mu,\sigma}(a, b) \) decreases monotonic on both sides of \( \sigma_{\text{max}} \). Thus, \( \sigma^* \) can be chosen to be the closest value to \( \sigma_{\text{max}} \) in \([\hat{\sigma}, \hat{\sigma}]\).

Case II In this case, \( \mu \) is inside \([a, b]\) and if \( \sigma \to 0 \) then \( P_{\mu,\sigma}(a, b) \to 1 \). Since if \( \sigma \to \infty \) then \( P_{\mu,\sigma}(a, b) \to 0 \) and there is no defined extremum, \( P_{\mu,\sigma}(a, b) \) is monotonic and the smallest \( \sigma \in [\hat{\sigma}, \hat{\sigma}] \) causes the largest value for \( P_{\mu,\sigma}(a, b) \).

Case III This case is symmetric to Case I.

Using both lemmas, we can calculate \( P_{\mu^*,\sigma^*}(a, b) \) which is the largest possible probability for any Gaussian stored in a given node or subtree of the Gauss-tree. Let us note that this bound is tight which means that there could be indeed a Gaussian in the node having exactly the calculated probability. Figure 2 displays the probabilities for a given query interval \([a, b]\) for arbitrary \( \mu \) and \( \sigma \).

4.2 Query Processing on the Gauss-Tree

After describing the structure of the Gauss-tree and deriving a conservative approximation of the maximum probability of its nodes, we are now going to describe algorithms for query processing which are suitable for answering PTQs and PRQs in efficient time.

4.2.1 PTQs

The algorithm for answering PTQs traverses the Gauss-tree from the root node in a depth-first order. Thus, the algorithm starts with inserting the subtrees of the root node into a stack. Now, the algorithm always takes the first object from the stack until the stack is empty. If the object is a node the algorithm determines \( \mu^* \) and \( \sigma^* \) and calculates \( \hat{P}_{\mu^*,\sigma^*}(a, b) \) for each dimension. After multiplying the probabilities for each dimension the resulting approximation is compared to the threshold \( t \). If the approximation is smaller than \( t \), we can prune the corresponding subtree. If not, we must push the son objects of the node onto the stack. If the object on top of the stack is a pfv, we determine its probability for lying within the query area. If this probability is larger than \( t \) we have found a result and store it for output. Let us note that this algorithm is given for demonstrating that the Gauss-tree is applicable to PTQs as well. However, the main focus of this paper are PRQs which are described in the following.

4.3 PRQs

For the answering PRQs, we employ the same idea as proposed in [8]. Instead of using a stack, the algorithm ranks the yet unprocessed entries of the Gauss-tree with a priority queue, which we will call entry queue. The entry queue has to be ordered in descending order w.r.t. to the largest probability value. Furthermore, we need a second priority queue to store the \( k \) best results being retrieved so far. This second queue is ordered in ascending order which means the result pfv having the smallest probability is al-
Let us note that this algorithm is optimal since it guarantees a larger probability than the case, it can be guaranteed that there are no pfvs which have a larger probability than the top of the entry queue. In this algorithm can be terminated if the top of the result queue has removed and the new pfv is added to the result queue. The top of the result queue is the result queue. If the new pfv is a more likely result than the new pfv has a larger probability than the top element of the result queue.

If we have already encountered results. If not, we can add the pfv as a possible result.

Sectors will be spread over a wide range anyway. But if the probability in some other nodes of the Gauss-tree. We can summarize this intuition for the split strategy (on every node overflow) in the following way: If \( \sigma_i \) is low, then perform a node split according to \( \mu_i \). Otherwise perform a split operation according to \( \sigma_i \). In the following, we will capture this intuition more precisely because we do not only have to decide whether to split in \( \mu \) or \( \sigma \) but also which of the \( d \) different \( \mu \) or \( \sigma \) have to be used for splitting.

This mathematical model can be used not only for the decision of the split but also for resolving the situations during the insert (i.e. whenever more than one branch of
the tree is eligible for the new pfv). To find a suitable criteria for the approximation quality of a node in the Gauss-tree, we first of all define the density hull for a given node \( \tilde{N}_{\mu,\sigma}(x) \):

\[
\tilde{N}_{\mu,\sigma}(x) = \max_{\mu,\sigma} \{ N_{\mu,\sigma}(x) \}
\]

For efficiently calculating the hull, a closed formula for \( \tilde{N}_{\mu,\sigma}(x) \) without an explicit maximization process over two continuous variables is needed. This can be derived by the following lemma:

**Lemma 3** The conservative approximation \( \tilde{N}_{\mu,\sigma}(x) \) of the probability density functions stored in a data node can be exactly computed by the following piecewise function:

\[
\tilde{N}_{\mu,\sigma}(x) = \begin{cases} 
N_{\mu,\sigma}(x) & \text{if } x < \mu - \sigma \\
N_{\mu,\sigma}(x) & \text{if } \mu - \sigma \leq x \leq \mu - \sigma \\
N_{\mu,\sigma}(x) & \text{if } \mu - \sigma \leq x < \mu \\
N_{\mu,\sigma}(x) & \text{if } \mu - \sigma \leq x < \mu + \sigma \\
N_{\mu,\sigma}(x) & \text{if } \mu + \sigma \leq x \leq \mu + \sigma \\
N_{\mu,\sigma}(x) & \text{if } \mu + \sigma \leq x \leq x
\end{cases}
\]

**Proof 3** Since \( \tilde{N}_{\mu,\sigma}(x) \) is the maximum of some other Gaussian functions \( N_{\mu,\sigma}(x) \) with mean values \( \mu \) between \( \bar{\mu} \) and \( \hat{\mu} \), the hull function is monotonically increasing for all \( x \leq \bar{\mu} \) and monotonically decreasing for all \( x \geq \bar{\mu} \). Therefore, for a given \( x \) in the quadrants (I) to (III), the gaussian function which is maximal among all possible functions \( N_{\mu,\sigma}(x) \), \( \mu \in [\bar{\mu}, \hat{\mu}] \), \( \sigma \in [\bar{\sigma}, \hat{\sigma}] \) must be on the left border of the minimum bounding rectangle, i.e. on the line parallel to the \( \sigma \) axis with \( \mu = \bar{\mu} \). We determine the \( \sigma \) value which maximizes \( \tilde{N}_{\mu,\sigma}(x) \) by setting the derivative with respect to \( \sigma \) to zero:

\[
\frac{\partial}{\partial \sigma} N_{\mu,\sigma}(x) = 0
\]

As the only positive solution we obtain a local maximum at:

\[
\sigma_{\text{max}} = \mu - x
\]

The function \( N_{\mu,\sigma}(x) \) is also monotonically increasing with respect to \( \sigma \) for lower values of \( \sigma \) and monotonically decreasing for all \( \sigma > \sigma_{\text{max}} \). For some \( x \) between \( \mu - \sigma \) and \( \mu + \sigma \) our maximum is at the border of the minimum bounding rectangle, i.e. \( \sigma \leq \sigma_{\text{max}} \leq \sigma \), and therefore, the maximum value for some given \( x \) in quadrant (II) is

\[
\tilde{N}_{\mu,\sigma}(x) = N_{\mu,\sigma_{\text{max}}}(x) = N_{\mu,\sigma_{\text{max}}}(x) = N_{\mu,\sigma_{\text{max}}}(x)
\]

In quadrant (I) the local maximum is at \( \sigma_{\text{max}} = \bar{\sigma} \). Due to monotonicity, the global maximum (with restriction to the minimum bounding rectangle) must be at \( \bar{\sigma} \). To the same reason, the maximum is at \( (\bar{\mu}, \bar{\sigma}) \) for all \( x \) in quadrant (III).

In quadrant (IV) the maximum \( N_{\mu,\sigma}(x) \) is at \( \mu = x \). For \( \sigma \), we obtain to the same reason as for quadrant (III) a global maximum value of \( \sigma \).

The cases (V) to (VII) are symmetric to (III), (II), and (I), respectively.

After we can calculate the density hull of a node, we can now use it to calculate the quality of a node. Therefore, we integrate the density hull over all possible attribute values.

\[
\int_{-\infty}^{+\infty} \tilde{N}_{\mu,\sigma}(x) dx
\]

This integral is a good indicator for the quality of a node. If the value of the integral is 1, the quality of the node is optimal. In this case, the node contains \( n \) equal pfvs having the same \( \mu \) and \( \sigma \) values. Therefore, we cannot make any approximation error. In general, the smaller the value of the integral the more similar is the behavior of the indexed Gaussians. Let us note that this criteria incorporates the former conclusions because the location of the mean value has less influence on the integral with increasing standard deviations. On the other hand, if the \( \sigma \) values of all \( n \) contained Gaussian converge against 0, then the integral will converge to the value \( n \) for \( n \) varying \( \mu \) values. To conclude, the resulting nodes of a split should have an as small as possible value for this quality criteria. The integral can be determined for each probabilistic feature separately. The computation of the integral is straightforward. Remember the case analysis of lemma 3. Case (IV) is a constant function, and cases (I), (III), (V), and (VII) are Gaussian functions with given \( \mu \) and \( \sigma \) for which efficient integration methods are known. We apply sigmoid approximation by a degree-5 polynomial. The only part which requires a little bit of consideration is case (II) and its symmetric counterpart (VI) where we have to integrate over \( N_{\mu,\bar{\mu} - x}(x) \) from \( \bar{\mu} - \sigma \) to \( \bar{\mu} - \sigma \). However, substituting \( (\bar{\mu} - x) \) for \( \sigma \) in the definition of the probability density function of the Gaussian distribution yields:

\[
N_{\mu,\bar{\mu} - x}(x) = \frac{1}{\sqrt{2\pi\varepsilon}} \cdot \frac{1}{(\bar{\mu} - x)}
\]

which integrates to \( (\ln \sigma - \ln \bar{\sigma})/\sqrt{2\pi\varepsilon} \) for the above mentioned integration limits.

For the insertion strategy, we apply the following rules to select a path of the Gauss-tree:

- If the new pfv fits into exactly one node, this node is followed.
- If the new vector does not fit into any node, we examine all subnodes and find the leaf node which causes the least increase of volume.
- If the new vector fits into more than one node, we follow all paths and try to find a leaf node where the node exactly fits in (or minimize the increase of volume, if no exactly fitting node exists).
When a node is beyond its capacity, it has to be split. We tentatively perform a median split in each \( \mu \)-dimension and each \( \sigma \)-dimension of the Gauss-tree. For every tentative split, we determine the lower and upper \( \mu \) and \( \sigma \) bounds of the two resulting nodes, and evaluate the integral \( \int N_{\mu, \hat{\mu}, \sigma, \hat{\sigma}}(x)dx \) for both nodes. The split operation minimizing the sum of these two integrals is made permanent.

5 Evaluation

In our experimental evaluation, we implemented the Gauss-tree and its comparison partners in Java 1.4. To make the results reproducible, we measured the CPU times and counted logical page accesses on the hard drive. For calculating the complete query time, we assumed a hard drive having 6 ms access time and 50MB/s transfer rate.

We employed two data sets. The first data set (DS1) was a set of 100,000 1-dimensional Gaussians for which the \( \mu \) and \( \sigma \) values were randomly generated. Data set 2 (DS2) was taken from the TIGER\(^1\) database containing 2D spatial coordinates of landmarks in the US. For DS2, we used the county of Sacramento having 62,182 objects. Since we did not have any uncertainty values, we generated random standard deviations for each of the coordinates. We randomly generated 200 query intervals for DS1 or 200 query rectangles for DS2.

To have a baseline comparison partner, we compared our methods to a sequential scan over the complete database. Additionally, we implemented the method for symmetric and smooth variance-monotonic distribution functions being described in [5]. We will refer to this method as "x-bounds-tree". To extend the x-bound-tree to the multi-dimensional case, we pruned each dimension separately, i.e. when testing the pruning criteria, we assumed a maximum probability of 1 in all other dimensions. Let us note that this is not optimal, since multiplying several dimensions usually decreases the probability. However, since the method does not allow to derive a concrete maximum probability for any dimension but only checks if the closest bound is violated, this method is a feasible solution. For demonstrating the effect of our splitting and insertion method, we implemented a Gauss-tree employing the split and insertion algorithm of the x-tree [1] to which we refer to as GX-tree.

Our first experiment compares the average query time for 200 PTQs on DS1. Table 1 compares the average elapsed time per query, i.e. CPU time together with calculated IO costs, and the lower row displays the observed CPU time only. As a result it can be observed that the Gauss-tree and the GX-tree retrieved the query results between 8 to 10 times faster than the sequential scan. Our adapted version of the x-bound tree worked even worse than the sequential scan w.r.t. to the all over query time. However, the x-bound-tree clearly beats the sequential scan w.r.t. CPU time. Finally, the better selectivity of the Gauss-tree related methods achieves an average CPU time which again is orders of magnitudes smaller than the comparison partner on both data sets.

Due to the overwhelming speed up compared to the sequential scan, the figure cannot display the difference between the Gauss-tree and the GX-tree. To still demonstrate that our new split heuristic was capable to improve the structure of the tree, we display figure 6 which is a zoomed version of figure 5(a). As it can be seen the new split heuristic additional decreased the average complete query time by an additional msec..

To demonstrate that our method scales well even for larger data sets, we posed PRQs with \( k = 3 \) on data set DS1 and increased the size of the data base from 10,000 to 500,000. The results are displayed in figure 7. Again our adaption of the x-bound tree for PRQs did not function very query and used very similar CPU times. Therefore, we can conclude that the more exact approximations of the Gauss-tree do not yield an advantage when answering PTQs and the x-bounds are an efficient method for this type of queries.

The main part of our experiments was examining the performance of the Gauss-tree when answering PRQs. To process PRQs on the x-bounds-tree, we had to find a way to rank pages w.r.t. this maximum probability. This is a problem because the described method only determines if a page can contain a pfv having a larger probability than some threshold. In order to apply ranking, we had to find a way to determine the largest probability any object in a node could have in the query interval. We solved this problem by searching the proposed ratio table for the closest x-bound to the query interval which is still outside the interval. The x corresponding to this bound was used to rank the entry queue. Let us note that the decision about pruning a node was done as proposed for PTQs in [5].

In our first experiment for PRQs, we tested all four methods for varying values of \( k \) on both data sets. The results are displayed in figure 5. The upper row of figure 5 displays the average elapsed time per query, i.e. CPU time together with calculated IO costs, and the lower row displays the observed CPU time only. As a result it can be observed that the Gauss-tree and the GX-tree retrieved the query results between 8 to 10 times faster than the sequential scan. Our adapted version of the x-bound tree worked even worse than the sequential scan w.r.t. to the all over query time. However, the x-bound-tree clearly beats the sequential scan w.r.t. CPU time. Finally, the better selectivity of the Gauss-tree related methods achieves an average CPU time which again is orders of magnitudes smaller than the comparison partner on both data sets.

\[
\begin{array}{|c|c|c|c|c|}
\hline
\text{threshold} & \text{Seq. Scan} & \text{x-b. tree} & \text{GX-tree} & \text{Gauss-tree} \\
\hline
0.5 & 200.3 & 140.0 & 139.0 & 137.6 \\
0.75 & 258.1 & 101.4 & 101.6 & 101.7 \\
\hline
\end{array}
\]

Table 1. Comparison average query time on DS1 for PTQs.

---

\(^1\)available at http://www.census.gov/geo/www/tiger
well. However, the Gauss-tree and the GX-tree again display a considerable speed up which is growing with the size of the database. Thus, we can conclude that the Gauss-tree is especially well suited for very large datasets of uncertain objects modeled by Gaussians.

To conclude, the performance of the Gauss-tree for answering PTQs was rather similar to the x-bound tree in its original use. However, when answering PRQs the Gauss-tree outperformed all comparison partners by orders of magnitude. Furthermore, our novel split heuristic further improved the structure of the tree when answering PRQs.

6 Conclusions

In this paper, we introduced the Gaussian uncertainty model for describing uncertain spatial data objects. This model describes an uncertain data object as probabilistic feature vector (pfv) consisting of a mean value and a standard deviation for any uncertain feature value. Assuming a Gaussian density distribution based on these parameters, we can now determine the probability for any data object for being contained in a certain interval or (hyper-) rectangle. Applications for spatially uncertain objects are databases of sensor networks and moving objects where the exact feature value cannot be constantly monitored. To query databases of uncertain objects, we can pose probabilistic queries like probabilistic threshold queries (PTQs). A PTQ retrieves all data objects in a database that are contained in the query rectangle with a larger probability than some probability threshold \( t \). Since the threshold is often difficult to decide, we introduced probabilistic ranking queries (PRQs) which retrieve the \( k \) data objects in a database that are contained in the query rectangle with the highest probability. To answer both types of queries in efficient time, we developed the Gauss-tree an index structure from the R-Tree family. The idea is of the Gauss-tree is to index the parameter space of the pfvs in the database. A node in the Gauss-tree contains pfvs having mean values and standard deviation being
contained in a certain mean range and a certain range of standard deviations. Based on these ranges, a conservative approximation for a node and a given query rectangle can be calculated. This tight approximation is the basis of the described algorithms for answering PTQs and PRQs. The split and the insertion algorithm of the Gauss-tree is based on the density hull curve of a node. If the integral of this curve is rather small the indexed Gaussians are rather similar. Thus, the algorithm favors the splits resulting in nodes having a rather small integral over the density hull. In our experimental evaluation, we compare the Gauss-tree on both types of queries to 3 comparison partners on one artificial and two real world data sets with artificial uncertainty. The results demonstrate that the Gauss-tree achieves a query performance which is comparable to state-of-the-art methods on PTQs. For the new query type of PRQs the Gauss-tree clearly outperforms established methods which were modified to answer PRQs.
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