Modelling of classification rules on metabolic patterns including machine learning and expert knowledge
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Abstract

Machine learning has a great potential to mine potential markers from high-dimensional metabolic data without any a priori knowledge. Exemplarily, we investigated metabolic patterns of three severe metabolic disorders, PAHD, MCADD, and 3-MCCD, on which we constructed classification models for disease screening and diagnosis using a decision tree paradigm and logistic regression analysis (LRA). For the LRA model-building process we assessed the relevance of established diagnostic flags, which have been developed from the biochemical knowledge of newborn metabolism, and compared the models’ error rates with those of the decision tree classifier. Both approaches yielded comparable classification accuracy in terms of sensitivity (>95.2%), while the LRA models built on flags showed significantly enhanced specificity. The number of false positive cases did not exceed 0.001%.
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1. Introduction

Newborn screening permits the detection of metabolic disorders in newborns during the first few days of life prior to the manifestation of symptoms [1–3]. Due to recent innovations and refinements of the screening methodology using modern tandem mass spectrometry (MS/MS) more than 20 inherited metabolic disorders can be detected simultaneously from a single blood spot by quantifying concentrations of up to 50 metabolites [4,5]. Machine learning techniques offer an obvious and promising approach to examine high-dimensional metabolic data, where manual analysis is tedious and time-consuming due to the great number and complexity. The investigation of novel metabolic patterns, the construction of classification models with high diagnostic prediction and the discovery of new clues for unknown causal relations lead to a better understanding of mined data in metabolic networks and constitutes a significant contribution to preventive medicine [6].

Our goal was to investigate high-dimensional metabolic data with respect to three severe inborn errors of metabolism to construct classification models for disease screening and diagnosis. In particular, we focused on (i) phenylalanine hydroxylase deficiency (PAHD), an amino acid disorder, which includes cases of classic phenylketonuria (PKU, OMIM No. 261600 [7]) and hyperphenylalaninemia (non-PKU HPA, OMIM No. 264070) [8,9], (ii) medium-chain acyl-CoA dehydrogenase deficiency (MCADD, OMIM No. 201450), a fatty acid oxidation defect [10], and (iii) 3-methylcrotonyl CoA carboxylase deficiency (3-MCCD, OMIM No. 210200), an organic acid disorder [11,12].
For the model-building process we applied two directly interpretable classification algorithms, i.e., the C4.5 decision tree paradigm and binary logistic regression analysis (LRA), to a metabolome training dataset. Decision trees optimize classification accuracy by reducing the full feature dimensionality to a relevant feature subset according to the algorithms' internal feature selection strategy. The aim is to assess the relevance of metabolic knowledge for the model-building process by comparing C4.5's feature subset with established diagnostic flags which have been developed from the current biochemical knowledge of abnormalities in newborn metabolism. For this task we built LRA models on these flags and benchmarked their error rates with those of the decision tree classifier which does not require any a priori knowledge for tree construction.

2. Metabolic data

Metabolites analyzed by modern MS/MS employing appropriate internal standards can be quantified very rapidly, sensitively and accurately requiring only minimal sample preparation [1]. For MS/MS analysis a single blood sample, which has been taken within few days after the newborn's birth, is sufficient. This screening methodology creates a high-dimensional metabolic dataset of each newborn including concentration values of more than 40 metabolites (14 amino acids and 29 fatty acids, see Table 1).

Our experimental datasets were anonymously provided from the newborn screening program of the State of Bavaria, Germany, between 1999 and 2002. For our train-and-test design cycle we focused on one representative disorder of the amino acid, one of the fatty acid oxidation, and one of the organic acid metabolism, each of them showing a relatively high incidence in-between their group of disorders (PAHD, \( n = 94 \) cases including 43 cases of classic PKU and 51 cases of non-PKU HPA, classic MCADD, \( n = 63 \) cases, and 3-MCCD, \( n = 22 \) cases). Unfortunately, the number of cases of further screened metabolic disorders was too small (\( n < 5 \) cases) for useful examination.

Based on the given number of PAHD, MCADD, and 3-MCCD cases we sampled a statistically representative control group from the newborn screening (NBS) database (~600,000 entries, end of year 2002) using a rate of ~1:15–50 (disorder to controls). The PAHD sub-database thus contains all 94 cases designated as confirmed PAHD and 1241 randomly sampled controls, i.e., each 500th case from NBS controls. The MCADD and 3-MCCD sub-databases consist of all 63 and 22 cases designated as classic MCADD and 3-MCCD, and again 1241 controls. In our study population “controls” represent individuals without verified cases of known metabolic disorders.

A much larger randomly sampled control database of 98,411 cases, i.e., one sixth of the NBS control database, serves to estimate the real specific power of our constructed models. Table 2 gives a short clinical overview of the investigated disorders (enzyme defects, symptoms, proposed treatments, and diagnostic tests) [7,13–15].

3. Process of data analysis

3.1. Overview of data mining steps

The data analysis process constructing classification models on high-dimensional metabolic data is illustrated in Fig. 1. We constructed classification models using C4.5 decision tree paradigm and LRA. Both models were trained and 10-fold-cross validated according to a two-class problem on a training dataset containing \( n \)
cases of disorder (PAHD: n = 94, MCADD: n = 63 and 3-MCCD: n = 22) and a randomly sampled control group (n = 1241). The decision tree classifier optimises classification accuracy by reducing full metabolite dimensionality, while the LRA model was constructed on the biochemical knowledge—using diagnostic flags as input variables—with the goal to assess the metabolic knowledge for the model-building process. Finally, the models were validated on a larger dataset of ~100,000 controls to estimate the false positive rate representative for a real screening population.

Although the use of separate datasets for the model-building process is preferred when enough data is available (see larger control database), the number of cases designated as a metabolic disorder was too small to separate them into training and test sets so that cross-validation was proposed. We also tested the classifiers trained from the different disorders against each other by validating each model with all cases of disorder which the model was not built on (e.g., the PAHD model was validated on all cases of MCADD and 3-MCCD to demonstrate the model’s specific behaviour for the screened disease it was developed for).

### 3.2. Classification algorithms

**Decision trees.** Decision trees are rooted, usually binary trees, with simple classifiers placed at each internal node and a class label at each leaf. These simple classifiers associated with the internal nodes are in the majority of algorithms comparisons between an input variable and a fixed value. Decision trees are generally trained by means of a top-down growth procedure, which starts from the root node and greedily chooses a split of the data that maximizes some cost function, usually a measure of the class purity of the two subgroups defined by the split. After choosing a split, the subgroups are mapped to the two child nodes. This procedure is then recursively applied to the children, and the tree grows until some stopping criterion is met. If the resulting tree is too complex (and, therefore, often overfitting) some of the branches can be pruned. The algorithm most often used to generate decision trees is C4.5 and C5.0, respectively. These algorithms select the next node to place in the tree by computing the information gain (IG) for all candidate features. Information gain is a measure how well the given feature A separates the remaining training data by expecting a reduction of entropy (E), a measure of the impurity in the data [16–20].

\[
E(S) = \sum_{c \in C} \left| \frac{S_c}{|S|} \right| \cdot \ln \left( \frac{|S_c|}{|S|} \right)
\]

(1)

\[
\text{IG}(S, A) = E(S) - \sum_{c \in P(A)} \left( \frac{|S_c|}{|S|} \cdot E(S_c) \right).
\]

(2)
S represents the data collection, |S| its cardinality, C is the class collection, \( S_c \) the subset of \( S \) containing items belonging to class \( c \), \( V(A) \) is the set of all possible values for feature \( A \), \( S_v \) is the subset of \( S \) for which \( A \) has value \( v \). For our experiments we used C4.5 for tree construction with pruning option.

**Logistic regression analysis.** We constructed classification models on diagnostic flags using logistic regression analysis, which is widely used in medical applications. LRA constructs a linear separating hyperplane between two datasets (cases of disorder and controls) which have to be distinguished by the classifiers. This hyperplane is mathematically described by a linear discriminant function \( z = f(x_1, \ldots, x_n) = b_1 x_1 + b_2 x_2 + \cdots + b_n x_n + c \). Here, \( x_1, \ldots, x_n \) are the input variables. The coefficients \( b_1, \ldots, b_n \) and the constant \( c \) have to be learned by the method.

The distance from the hyperplane is considered as probability measure of class membership based on a so-called logistic function \( p = \frac{1}{1 + e^{-z}} \), where \( p \) is the conditional probability of the form \( P(z = 1|x_1, \ldots, x_n) \) and \( z \) the logit (discriminant function) of the model. The class membership is indicated by a cut-off value \( (p = 0.5 \text{ by default, } p < 0.5 \text{ classifies controls and } p \geq 0.5 \text{ cases of disorder}) \). LRA uses a maximum likelihood method which maximizes the probability of getting the observed results given the fitted coefficients [21].

### 3.3. Diagnostic flags

In NBS labs diagnostic flags are routinely used to pre-screen newborns that are highly suspicious for the screened disorders. The procedure how these flags have been modelled is briefly sketched by an example.

In the abnormal PAHD metabolism the essential amino acid Phe can not be metabolized to Tyr due to a blockade of the enzyme phenylalanine hydroxylase. Therefore, Phe shows strongly elevated concentration levels accompanied by slightly decreased Tyr concentrations. The diagnostic flags for PAHD contain the key marker Phe showing the most significant concentration changes and additionally the ratio of Phe/Tyr representing the block of the enzyme phenylalanine hydroxylase. For our experiments we used flags, which were developed by biochemical and medical experts of the Bavarian newborn screening program, as summarized in Table 3. NBS centres worldwide use such decision rules with slight modifications for disease screening [22,23].
3.4. Classification accuracy and validation process

The discriminatory power of the models was evaluated from stating all true positive (TP), true negative (TN), false positive (FP), and false negative (FN) cases. We used sensitivity ($S_n$), specificity ($S_p$), positive predictive value (PPV) and accuracy ($Acc = (TP + TN)/all cases$) as measure of classification accuracy.

For both approaches the model-building process was validated using 10-fold-cross validation on our training datasets which has been proved to be statistically good enough in evaluating the classification accuracy of the models [18]. Traditionally, 10-fold-cross validation uses “train on 9-folds, test on onefold.” For our experiments we used the publicly available, widespread, and comprehensive data mining tool set WEKA (http://www.cs.waikato.ac.nz/~ml/weka) to perform classification and cross-validation. The WEKA tool constructs LRA models based on the default cut-off of $p = 0.5$ [18].

4. Metabolic patterns

Metabolic patterns mined from the decision tree paradigm—the nodes of the generated tree represent the relevant feature subset—and basic statistical analysis are summarized in Table 3. The detected metabolites (tree nodes) are well comparable to the established diagnostic metabolites/flags representing the present metabolic knowledge. In particular, the mined metabolites Phe and Tyr (PAHD), C8 and C10:1 carnitines (MCADD) and C5-OH carnitine (3-MCCD) represent the established markers known from the disorders’ metabolism [15]. However, the decision tree paradigm only selects single metabolites with highest information gain, whereas diagnostic flags also take interacting metabolites (ratios) into account. Easy statistical analysis as illustrated in Table 3 showed that the ratio Phe/Tyr, for instance, further increases the relative concentration changes compared to the single markers (Phe/Tyr +876% vs. Phe +601% and Tyr/C0 31% alone, Table 3).

However, all presented ratios (Phe/Tyr, C8/C10, C8/C6, and C5-OH/C3) revealed an enhanced coefficient of variation (CV), predominantly observed in the control groups. It is of interest to note that each disorder is characterized by one key metabolite i.e., Phe for PAHD, C8 for MCADD and C5-OH for 3-MCCD showing a significant concentration enhancement with a moderate CV (<1).

5. Screening models

Following the process of data analysis decision tree and LRA models were trained and 10-fold-cross validated on pre-selected training datasets. Classification
Table 4a
Classification accuracy of decision tree and LRA models trained and cross-validated on a small training set

<table>
<thead>
<tr>
<th>Disorder (No. of cases)</th>
<th>Classification model</th>
<th>Model input variables</th>
<th>$S_n$ (%)</th>
<th>$S_p$ (%)</th>
<th>FP (No. of cases)</th>
<th>Acc (%)</th>
<th>Tree structure of C4.5 classifier/logit of LRA models $z = a_0 + a_1m_1 + \ldots + a_nm_n$</th>
<th>Standard error of coefficients</th>
<th>RMS error</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAHD ($n = 94$)</td>
<td>Decision tree classifier</td>
<td>Phe</td>
<td>96.809</td>
<td>99.758</td>
<td>3</td>
<td>99.551</td>
<td>Phe &lt;= 115.58: control Phe &gt; 115.58: control Ty r &lt;= 95.92: PAHD Ty r &gt; 95.92: Phe</td>
<td>0.0678</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LRA built on diagnostic flags</td>
<td>Phe</td>
<td>96.809</td>
<td>99.758</td>
<td>3</td>
<td>99.551</td>
<td>−14.776 +0.0738 · Phe +2.2157 · Phe/Tyr -11.8681 +0.081 · Phe</td>
<td>2.622</td>
<td>0.0598</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Phe/Tyr</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.015</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Phe*</td>
<td>93.617</td>
<td>99.678</td>
<td>4</td>
<td>99.251</td>
<td></td>
<td>1.429</td>
<td>0.0687</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.011</td>
<td></td>
</tr>
<tr>
<td>MCADD ($n = 63$)</td>
<td>Decision tree classifier</td>
<td>C8</td>
<td>95.238</td>
<td>99.517</td>
<td>6</td>
<td>99.310</td>
<td>C8 &lt;= 0.46: control C8 &gt; 0.46: C16 &lt;= 3.16: MCADD C16 &gt; 3.16: C8 &lt;= 1.48: control C8 &gt; 1.48: MCADD</td>
<td>0.0813</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LRA built on diagnostic flags</td>
<td>C8</td>
<td>95.238</td>
<td>99.678</td>
<td>4</td>
<td>99.463</td>
<td>−8.5391 +7.1856 · C8 +11.0392 · C10:1 −1.6439 · C6 −0.01836 · C8/C10 −0.01747 · C8/C10 −7.5362 +5.7931 · C8</td>
<td>2.394</td>
<td>0.0658</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.865</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>C6/C10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4.092</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>C6/C8/C6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.893</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>C8*</td>
<td>95.238</td>
<td>99.839</td>
<td>2</td>
<td>99.617</td>
<td></td>
<td>0.746</td>
<td>0.0595</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.764</td>
<td></td>
</tr>
<tr>
<td>3-MCCD ($n = 22$)</td>
<td>Decision tree classifier</td>
<td>C5-OH</td>
<td>95.455</td>
<td>99.839</td>
<td>3</td>
<td>99.683</td>
<td>C5-OH &lt;= 0.41: Control C5-OH &gt; 0.41: C6 &lt;= 0.37: 3-MCCD C6 &gt; 0.37: control</td>
<td>0.0563</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LRA built on diagnostic flags</td>
<td>C5-OH</td>
<td>90.909</td>
<td>99.919</td>
<td>1</td>
<td>99.762</td>
<td>−722.52 +1054.41 · C5-OH −248.09 · C5-OH/C3 −47.349 +63.205 · C5-OH</td>
<td>3935.91</td>
<td>0.0486</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C5-OH/C3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5719.10</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>C5-OH*</td>
<td>95.455</td>
<td>99.919</td>
<td>1</td>
<td>99.942</td>
<td></td>
<td>48.291</td>
<td>0.0404</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>65.095</td>
<td></td>
</tr>
</tbody>
</table>

$n$, number of PAHD, MCADD and 3-MCCD cases. No, number of FN and FP cases. Classification results are given in terms of sensitivity ($S_n$), specificity ($S_p$) and accuracy (Acc). The generated C4.5 tree structures as well as the logit $z$ of the LRA models and the standard error of their coefficients are given. For both algorithms the root mean squared (RMS) error, which is a measure of success of numeric prediction, is shown. The asterisk (*) highlights those LRA models built on the disease’s predominant metabolite (see Table 3, Disorder/controls). Tenfold-cross validation was applied to validate both classifiers.
accuracy in terms of sensitivity ($S_n$), specificity ($S_p$) and accuracy (Acc) is given in Table 4a. In addition to the parameters $S_n$, $S_p$ and PPV we also denounced the generated tree structure as well as the log of the LRA model and its standard error of the coefficients, and for both approaches the root mean squared (RMS) error, a measure of success of numeric prediction. Both the decision tree and LRA model for PAHD showed equal classification accuracy ($S_n = 96.809\%$, $S_p = 99.758\%$, and Acc = 99.551\%). The MCADD models’ error rates were comparable to the PAHD ones. Only the decision tree model yielded a slightly reduced specificity. The 3-MCCD models achieved the highest classification accuracy showing only small alterations in sensitivity and specificity.

However, to estimate specificity and positive predictive value (PPV) representative for a real screening population we validated our models on a larger control database of approximately 100,000 cases. All validation results based on a real screening population are summarized in Table 4b. As expected, the specificity of both models decreased, while the number of false positive cases of the decision tree models was 6–16th fold reduced compared to that of the LRA/flag approach. For instance, considering Phe, and Phe/Tyr as LRA model input variables, the most specific PAHD model was established showing a $S_p$ of 99.905\% and a PPV of 49.5\%, respectively. In other words, only a fraction of 93 FP cases (i.e., 0.0009\% out of 98,411 controls) was wrongly classified. Testing the PAHD model with all MCADD and 3-MCCD cases no additional false negative cases were observed, because abnormal PAHD metabolism only alters amino acid, but not fatty acid concentrations. In analogy, no false negative cases were observed when checking the MCADD or 3-MCCD models with all PAHD/3-MCCD or PAHD/MCADD cases, respectively.

For MCADD our results yielded a different picture. Constructing a model on the diagnostic flags (model inputs are three single metabolites and two ratios) the number of FP cases could be reduced from 915 to 55 false positive cases compared to the decision tree classifier. The best classification accuracy ($S_n = 95.2\%$, $S_p = 99.992\%$, PPV = 88.2\%) was obtained by building the model solely on the predominant marker C8 carnitine which basically can be explained by the dramatic concentration changes of C8 caused by the erroneous fatty acid metabolism of MCADD (cf. increase of mean concentration level of +3649\%, Table 3). The flags C6, C10:1, C8/C10, and C8/C6 yielded a promising impact (mean concentration changes 159–750\%) and moderate CV in the MCADD class (<0.92), but they were not able to further increase specificity. However, the false positive rates for MCADD between different screening programs most likely vary because of differences in acylcarnitine analysis and profiling. C8, the predominant, but not specific marker for MCADD, which is elevated in several other disorders (e.g.,

<table>
<thead>
<tr>
<th>Disorder (No. of cases)</th>
<th>Classification model</th>
<th>Model input variables</th>
<th>$S_n$ (%)</th>
<th>FN (No. of cases)</th>
<th>$S_p$ (%)</th>
<th>FP (No. of cases)</th>
<th>PPV (%)</th>
<th>Acc (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAHD ($n = 94$)</td>
<td>Decision tree classifier</td>
<td>Phe, Tyr, Ala</td>
<td>96.809</td>
<td>3</td>
<td>99.404</td>
<td>587</td>
<td>13.41</td>
<td>99.401</td>
</tr>
<tr>
<td></td>
<td>LRA built on diagnostic flags</td>
<td>Phe, Phe/Tyr, Phe*</td>
<td>96.809</td>
<td>3</td>
<td>99.905</td>
<td>93</td>
<td>49.46</td>
<td>99.903</td>
</tr>
<tr>
<td>MCADD ($n = 63$)</td>
<td>Decision tree classifier</td>
<td>C8, C10:1, C16</td>
<td>95.238</td>
<td>3</td>
<td>99.070</td>
<td>915</td>
<td>6.15</td>
<td>99.068</td>
</tr>
<tr>
<td></td>
<td>LRA built on diagnostic flags</td>
<td>C8, C10:1, C6, C8/C10, C8/C6</td>
<td>95.238</td>
<td>3</td>
<td>99.944</td>
<td>55</td>
<td>52.17</td>
<td>99.941</td>
</tr>
<tr>
<td>3-MCCD ($n = 22$)</td>
<td>Decision tree classifier</td>
<td>C5-OH, C6</td>
<td>95.455</td>
<td>1</td>
<td>99.627</td>
<td>367</td>
<td>5.41</td>
<td>99.626</td>
</tr>
<tr>
<td></td>
<td>LRA built on diagnostic flags</td>
<td>C5-OH, C5-OH/C3, C5-OH*</td>
<td>90.909</td>
<td>2</td>
<td>99.955</td>
<td>44</td>
<td>33.33</td>
<td>99.955</td>
</tr>
</tbody>
</table>

$n$, number of PAHD, MCADD, and 3-MCCD cases, No. number of FN and FP cases. Classification results are given in terms of sensitivity ($S_n$), specificity ($S_p$), positive predictive value (PPV), and accuracy (Acc). $S_p$, PPV and Acc were re-evaluated on a larger database of ~100,000 controls to estimate specificities of a representative screening population. $S_n$ remain unchanged (see results Table 4a). The asterisk (*) highlights the LRA models built on the disease’s predominant metabolite (see Table 3, Disorder/controls).
medium/short chain 3-OH acyl CoA dehydrogenase deficiency), can be used to pre-screen several fatty oxidation disorders. Both presented models including additional markers to C8 are specific for MCADD which is important when physicians consider differential diagnostic aspects.

The classification models for 3-MCCD differed significantly from that of PAHD and MCADD as both approaches showed the lowest classification error rates. The LRA model built on the predominant marker C5-OH, however, yielded the best classification accuracy. The ratio C5-OH/C3 seems to be redundant.

6. Procedure to optimize sensitivity

In newborn screening the declared aim is to optimise sensitivity to 100% and to increase specificity as far as possible. This assignment is of high importance as ethical arguments and cost effectiveness related to an erroneous diagnosis are concerned. However, the presented models showing high specificity do not always have optimal \( S_p \) of 100%. Exemplarily, Fig. 2 illustrates a procedure to optimize sensitivity of our most specific PAHD model (constructed on Phe and Phe/Tyr) by changing the default cut-off level from \( p = 0.5 \) stepwise to \( p = 0.25, 0.15, 0.1, \) and 0.01. By reducing the cut-off value to \( p = 0.15 \), all PAHD cases can be correctly classified (\( S_n = 100\% \), arrow in Fig. 2), while the number of FP cases increases from 93 to 179. Therefore, \( S_p \) demounted from 99.905 to 99.818%. However, this procedure to optimize sensitivity of the regression model was performed only on the full training dataset, thus giving too optimistic results in general. For cross- or leave-one-out validation, which is recommended, if training sets are small, the entire model-building process including optimisation of the cut-off value, and classification has to be repeated in each cross-validation training subset. Currently, the validation procedure is in progress, these results have to be presented later.

7. Discussion

To satisfy the ever growing need for effective screening and diagnostic tests MS/MS provides a very high throughput and has the potential to be highly accurate. The complexity of analysed high-dimensional metabolic data using MS/MS requires machine learning and data mining techniques to support the classification of disease and the identification of potentially useful diagnostic markers. In turn, the identification of key metabolites could shed light on the nature of the disorder.

However, there are many data mining techniques for the processing and general learning of high-dimensional data in proteomics/metabolomics. Current research focuses on the detection of regions of interest in matrix-assisted desorption/ionization-time of flight mass spectra to mine differences in the protein pattern between healthy and diseased persons using established supervised and unsupervised methods [24,25]. Our experiments were not directly applied to the protein mass spectra, but were performed on data by the conversion of raw mass spectra into clinically meaningful results (amino acid and fatty acid concentrations) [1]. We investigated two different approaches to build classification models on provided newborn screening data with high diagnostic prediction. Machine learning offers the advantage that markers are found without any other a priori assumptions or conditions, and our results correspond well to the established biochemical knowledge [8–12]. In our approach we used the decision tree paradigm to identify potentially useful metabolites (nodes of tree) by computing the information gain for all candidate features. However, filter based selection techniques like information gain or correlation-based filters also yield promising results, but solely select single attributes as subsets [26,27]. Building LRA models on single metabolites and ratios, which reflect the interaction of single metabolites in newborn metabolism (cf. PAHD: \( \text{Phe} ightleftharpoons \text{Tyr} \Rightarrow \text{Phe/Tyr} \)), the number of false positive cases could be diminished significantly (up to 6–16 times) compared to the decision tree classifier.
Therefore, knowledge on abnormal newborn metabolism modelled as ratios of interacting attributes thus provides an important contribution to enhance a model’s specific power, while sensitivities in both approaches remain unchanged.

However, no classification model in both approaches achieved 100% sensitivity. In this context we briefly sketched a procedure showing the best trade-off between optimal sensitivity and specificity that can be accepted by adjusting the cut-off value in LRA. As mentioned before, further validation studies are warranted.

In addition to the decision tree classifier we used LRA, which shows highest discriminatory performance as we could demonstrate in prior experiments comparing various classification algorithms on metabolic data [27]. Some of them are well accepted in current proteomic research as other authors described [28]. However, both paradigms can be classified as directly interpretable techniques, which represent their data relations in an explicit way like a probabilistic model (LRA) or a tree structure, and so they find more acceptance in a clinical ambience.

8. Conclusion

Data mining in MS/MS data enables us to identify disease state metabolites without any a priori knowledge. The consideration of biochemical knowledge for the model-building process by combining interacting disease state metabolites revealed a further increase of the classifiers’ discriminatory performance and lead to a significant increase of the specific power of our screening models. Our models achieved sensitivity values >95.2%. The number of FP cases in all three disorders did not exceed 0.001%.

The presented approach, which considers mining techniques and expert knowledge for the model-building process, permits the construction of classification rules with high diagnostic prediction.
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